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ABSTRACT
We present a case-study in the development of a“hyperscanning"
auditory interface that transforms realtime brainwave-similarity
between interacting dyads into music. Our instrument extends real-
ity in face-to-face communication with a musical stream reflecting
an invisible socio-neurophysiological signal. This instrument con-
tributes to the historical context of brain-computer interfaces (BCIs)
applied to art and music, but is unique because it is contingent on
the correlation between the brainwaves of the dyad, and because
it conveys this information using entirely auditory feedback. We
designed the instrument to be i) easy to understand, ii) relatable and
iii) pleasant for members of the general public in an exhibition con-
text. We present how this context and user group led to our choice
of EEG hardware, inter-brain similarity metric, and our auditory
mapping strategy. We discuss our experience following four pub-
lic exhibitions, as well as future improvements to the instrument
design and user experience.

CCS CONCEPTS
• Human-centered computing → Mixed / augmented re-

ality; Sound-based input / output; Auditory feedback; Activity
centered design.
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1 INTRODUCTION
There is a long history of musicians and artists transforming neu-
rophysiological (brain/body) signals into realtime audio and multi-
media [9, 12]. Neurophysiological information is an attractive data
source because these signals are difficult to control and reflect a
person’s authentic psychological cognitive or affective state. Such
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“biomusic" systems might also be applied to therapies and interven-
tions, where auditory feedback from realtime autonomic processes
can be used as a means of communication, control and behavioral
modification [3]. Recent developments in social and affective neu-
roscience have uncovered ways that brains become similar (e.g.
“synchronized") during cooperative and interpersonal interactions
[1, 4, 6]. New interpersonal therapies and interventions might apply
auditory neurofeedback to convey this brainwave similarity during
realtime social interactions, but to date, only a few systems have
begun to explore this prospect (i.e [5]).

Within this context, we introduce a case-study in the develop-
ment of a realtime auditory neurofeedback instrument based upon
brainwave similarity in dyads. Our system was designed for an ex-
hibition setting where many sets of dyads would use the system in
a relatively short amount of time. These use context and constraints
informed the design of our instrument, which we describe in terms
of our choices for hardware, signal analysis and auditory mapping
strategies. We synthesize results from a series of four public ex-
hibitions over a period of 15-months, including the feedback we
received and the challenges we faced. We conclude by discussing
our approaches to improvements on our system and future work.

2 BACKGROUND
Our work has developed in the context of Brain-Computer Inter-
faces (BCIs) [17] applied to new digital music instruments [8] (i.e.
BCMIs [7]) and artistic expression more generally [9, 10]. BCIs de-
veloped over the 20th century to enable a more direct line of commu-
nication from the brain, and hold promise as ameans to enhance and
extend human abilities [17]. This work has produced several proto-
cols for “active" or “direct" control, which can in principle be applied
to the output of any computer interface (e.g. wheelchair, music-
player, word-processor). However, at the present time, there are
many difficulties in acquiring reliable control signals non-invasively,
adding information transfer constraints. As an alternative, “pas-
sive" interfaces use brain-body signals in an indirect manner, not
requiring conscious attention or intention on behalf of the user.
These information dynamics nevertheless reflect internal systems,
allowing computer systems to become responsive to user’s mental
state. Because our instrument was passive, we were able to invite
members of the public to use our system without prior training.

2.1 Hyperscanning & Socio-Affective
Neuroscience

The design of the instrument was also inspired by social and affec-
tive neuroscience [11], particularly empathy [14] and the paradigm
of “hyperscanning" [1]. Empathy is the capacity to understand and
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share in the feelings of another person, an essential component of
social psychology [2]. Hyperscanning is an approach to quantifying
the correlations between EEG signals from systems of two or more
people engaged in a synchronous, and usually shared activity. A
consistent finding in this literature is that cooperation, synchroniza-
tion and intimacy are associated with higher-levels of inter-brain
synchronization [1, 4, 6].

Although face-to-face social interactions occur in a synchronous
manner, the results garnered from these scientific studies are gener-
ated offline after extensive post-processing and statistical analysis.
In creating our instrument, we wondered what would happen to
human interaction if reality was extended to include social feedback
that was not usually observable, such as similarities in inter-brain
neurophysiological signals. Like the application of sonification for
process-monitoring [16], we chose non-speech auditory feedback
(“music") to convey this information so as not to interfere with
visual and verbal communication.

2.2 Contingent Multi-Agent Artistic BCIs
An exciting trend in the world of BCMIs and Artistic BCIs has
been work with multi-agent BCIs [13]. If a single-agent BCI is
like a musical soloist, multi-agent BCIs span the gamut from duos,
trios to quartets and entire orchestras. These have grown steadily
more common since their first explorations in the 1970s [12]. An
important point of differentiation stems from whether the system
operates essentially as a group of single-agent BCIs, or if the system
is dependent upon EEG features arising from the simultaneous
and synchronous EEG recordings of multiple-agents. Because our
realtime EEG similarity measurement requires signals from two
networked EEG systems, our instrument example of a contingent,
multi-agent BCMI.

Our work also draws direct inspiration from a similar, recent
work called Measuring the Magic of Mutual Gaze, a re-staging of
Marina Abramović’s The Artist is Present as a public art installa-
tion/neuroscience experiment [5]. In that work, a dyad engages
in sustained face-to-face eye-contact while a visualization of the
similarities between their brainwaves1 is projected behind them for
an audience. Subsequent iterations of this approach resulted in an
immersive and motorized audio-visual interface called the Mutual
Wave Machine.2 The instrument was applied over several years
at different venues in a naturalistic, crowd-sourced neuroscience
experiment [4]. Compared to this work, we explore the possibilities
of real-time auditory neurofeedback. Although lacking the visual
and material sophistication of this multi-modal interactive museum
installation, the relative simplicity of our interface might be ideal
for more practical, intimate settings.

3 INSTRUMENT DESCRIPTION
Within this context, we created a contingent, multi-brain BCI that
transformed realtime similarities in the brain-waves of interacting
dyads into ambient music. Figure 1 displays the basic concept. In
our mapping strategy, increases in brainwave similarity controlled
the volume of an ambient music stream. When the signals from
two brains were similar with each other, the dyad would “hear

1Demo Online: https://youtu.be/Ut9oPo8sLJw
2More Information: http://www.suzannedikker.net/mutualwavemachine

Figure 1: The basic use context of our auditory instrument.
Two people (a “dyad") engage with each other in face-to-face
communication while networked Muse EEG headsets trans-
form transient inter-brain similarity into music.

music." When they were dissimilar, they would “hear silence." In
this section, we describe the principles and objectives that guided
our choices in hardware, signal processing and mapping strategy.

3.1 Hardware
One of the challenging requirements for our study was achieving
a quality EEG signal in a relatively short amount of time. The
time constraint arose out of our desire for the system to be used
in succession by groups of interested dyads in an installation or
exhibition setting. Traditional “wet" cappings of EEG systems for
scientific experiments and medical monitoring can require 15-30
minutes or preparation and an additional 15 minutes for clean-up.
New “dry" systems require less preparation and clean-up time, but
can also be less reliable in terms of signal quality.

In addition to these primary constraints, we also wanted our
system to be portable, wireless and inexpensive, so that the system
would be mobile, simple to set-up, and financially accessible. These
constraints ultimately led us to the Muse EEG headset.3 This simple,
dry EEG headset calculates voltage fluctuations over four channels
positioned over the forehead and behind the ears (AF7, AF8, TP9,
TP10). Using these headsets, we could typically achieve the required
signal quality in less than five minutes on members of the general
public. They furthermore operated on battery charges and sent
information wirelessly.

3.2 Signal Acquisition & Analysis
To acquire the EEG data from the headset, we made use of the Muse
Direct application, built specifically for the MUSE EEG headsets.
After connecting to theMuse headsets over Bluetooth, we used built-
in functions of the software to lower impedance values, identify
useable signal, perform basic EEG cleaning, analyze spectral power
in frequency bands, and send information to Supercollider over
Open Sound Control (OSC).

Scientific hyperscanning studies typically apply sophisticated
time-domain algorithms to quantify the similarity and causality
across multiple EEG sensor positions offline [1]. However the Muse
3More Information: https://choosemuse.com/
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